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Generative AI as a tool and as a social actor 
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Wearing Beck’s lenses generative AI introduces a post-human risk, stemming 

from harmful potential of its generated content, through its function as an advanced 

auxiliary tool for creating and distributing text, images, videos, and other data, and 

culminating in the simulation of a human-like social actor, therefore posing as well 

post-human society risks such as amplification and reproduction of biases, prejudi-

ces, and discrimination, socio-cultural mainstream dominance. 
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ciety; socio-cultural mainstream. 

 

L’IA generativa quale strumento e quale attore sociale tra devianza e main-

stream 

L’IA generativa, alla luce dell’analisi di Beck, quale strumento ausiliario per la 

creazione e la distribuzione di testi, immagini, video e altri dati può ritenersi abbia 

indotto un rischio post-umano derivante dal potenziale dannoso dei contenuti. Sim-

ulando un attore sociale umano, si delinea una società post-umana, il cui rischio 

deriva dal pericolo dell’amplificazione di pregiudizi, bias e e discriminazioni, op-

pure del mainstream socio-culturale. 

Parole chiave: intelligenza artificiale; rischio; macchina morale; devianza; soci-

età post-umana; mainstream socio-culturale. 

 

 

Introduction 

 

Technology and its applications have always been a powerful driver of 

social change, sometimes tracing qualitative discontinuities – almost a cae-

sura between one society and the “other” that follows. Modern or post-mo-

dern, for example, are labels that attempt to account for these discontinuities 

within the historical continuity of social evolution. Computer-mediated com-

munication (CMC) has even impacted the spatio-temporal dimension of so-

cial relationality and public discourse (Saponaro, Prosperi, 2007). Currently, 

generative artificial intelligence in the form of Large Language Models 

 
   DOI: 10.5281/zenodo.18436010 
 Università degli Studi di Bari “Aldo Moro”. armando.saponaro@uniba.it. 



Armando Saponaro 

132 

(LLMs), among which ChatGPT was one of the first models, has prompted 

reflection on the induced social transformation and the current and potential 

risks of this emerging technology, leading to social pressure for regulation at 

both local and international levels as a “normative bulwark”1 Significantly, 

despite the increasingly massive presence of algorithms in the automation of 

human activities such as autonomous vehicle driving (Saponaro, 2022), only 

generative artificial intelligence has profoundly modified the anthropocen-

trism that characterized post-modernity, because it has introduced and is su-

sceptible to producing in the future forms of risk that escape traditional ca-

tegories of responsibility and control. Humans are no longer the sole prota-

gonists in the production and management of risk. The growing autonomy 

of AI systems and their capacity to produce content indistinguishable from 

human-generated content pose unprecedented challenges to risk governance, 

which Beck would define as «latent side effects» (1992: 34) of technological 

progress. In this scenario, Beckian reflexivity assumes renewed relevance 

with original perspectives: it is no longer merely a matter of reflecting on 

risks produced by human activity, but of confronting those generated by the 

interaction between human and non-human systems in an increasingly com-

plex socio-technical ecosystem, articulated according to a recognizable dual 

dimension of meaning attribution to generative artificial intelligence techno-

logy. Weber (1978: 7) emphasized that «a machine can be understood only 

in terms of the meaning which its production and use have had or will have 

for human action», and what is intelligible or understandable about machines 

«is thus its relation to human action in the role either of means or of end». 

Zeleny, with reference to “high technology” added to hardware and software 

an additional important analytical category: the “brainware,” that is, «the 

evoked organizational, administrative and cultural structure of relationships, 

rules, covenants, and adaptations» (1982: 57). Purposes, applications, and 

justifications for the use of hardware and software as a component of high 

technology within the discussion of “symbionics”, the symbiosis of men and 

machines in the framework of human systems management (Zeleny, 1986). 

The term “mentalware” is indeed preferable to designate the functional com-

ponent, as “brainware” carries a physicalist connotation that does not ade-

quately represent the reference to the articulation of meaning attribution also 

from a sociological perspective and the impact on human cognitive, 

 
1 Regulation (EU) 2024/1689 of the European Parliament and of the Council of 13 

June 2024 laying down harmonised rules on artificial intelligence (Artificial 

Intelligence Act), PE/24/2024/REV/1, OJ L, 2024/1689, 12.7.2024, ELI: 

http://data.europa.eu/eli/reg/2024/1689/oj 
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symbolic, and relational human capacities (Saponaro, Prosperi, 2007: 198), 

particularly within the socio-technical ecosystem defined by generative arti-

ficial intelligence. LLMs specifically from this perspective and for the pur-

poses of risk analysis, should be distinguished in two ways: first as tools for 

producing text, images, video, and code through natural language instruc-

tions, and second as dialogical interlocutors in the form of chatbots. 

 

 

1. Through Beck’s theoretical lens: AI, society, and risk 

 

Focusing on the transition from a classical industrial society to a new age 

characterized by technological hazards, Ulrich Beck (1992; 1994) has shown 

that in late-modern Western societies risk stems more from scientific-tech-

nological production itself than scarcity in the production and distribution of 

goods such as wealth and labor (Possamai-Inesedy, 2002; Beck, 1992). 

“Self-produced” by the modernization process, risks are a «wholesale prod-

uct of industrialization» and have become «a systematic way of dealing with 

hazards and insecurities» with a politically reflexive process (Beck, 1992: 

21) invoking «cosmetic or real interventions in the techno-economic devel-

opment» (Beck, 1992: 20). Risk is transformed but does society change as 

well beyond the modernization reflexivity itself? Even when claiming a 

“new paradigm”,” society trasformation seems to be essentially substantiated 

by the structural focus on risk management resulting from the reflexivity 

about the «elimination of the causes in the industrialization process itself» 

(Beck, 1992: 24). Substantially «a reorganization of power and authority» 

induced by the paradox of well-being increasingly enabled by technological 

innovation contextually producing even self-destructively catastrophic risk 

(Beck, 1992: 24). 

Indeed, he has explicitly advocated a change in the meaning of risk with 

the emergence of modernity; yet the «reader is never quite sure whether for 

Beck it is the nature of risk or of society which has undergone the change» 

(Leiss 1994: 546). Possamai-Inesedy has questioned whether Beck’s late-

modern Western risk society is «any different from that of earlier times» 

(2002: 29). Leiss (1994) argues that, among other aspects, the ambiguity sur-

rounding the transformation of the nature of risk or of late-modern society 

derives from the significant confusion between the “natural” and the “tech-

nological” or “artificial.” Beck’s interpretive framework, enduring in its rel-

evance, applies to the phenomenon of generative artificial intelligence 

(GenAI), and helps to disambiguate the heuristic distinction between the nat-

ural and the artificial. 
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GenAI is defined as «artificial intelligence (AI) that can create original 

content such as text, images, video, audio or software code in response to a 

user’s prompt or request» (Stryker, Scapicchio, 2024). At its core, it is a 

“tool” that functions as a producer of human language, including visual lan-

guage through images and video, but not yielding a predefined product, in-

sofar as its outputs depend on the prompt provided by the user who interacts 

with the algorithmic mechanisms, thereby defining the parameters and con-

textual elements of the system’s productive autonomy. No matter how detai-

led and articulated a prompt may be, even when informed by the expertise of 

prompt engineering, and no matter how much the model may adapt to a pre-

defined user profile or to patterns derived from previous interactions – given 

the complexity and sophistication of their production processes, each of 

which entails an irreducible horizon of alternative possibilities – will never 

correspond word for word to the user’s intentionality. In this sense, it can be 

argued that the industrialized production of language is no longer anthropo-

centric. It introduces a novel “post-human risk” with regard to potentially 

offensive or harmful content having both human and artificial origin. 

On the other hand, it can also be said that society has undergone a trans-

formation into a “post-human society” of risk – a qualitative discontinuity 

marked by the emergence of new subjectivities and interactions, at least due 

to anthropomorphism of GenAI as conversational agents. GenAI simultane-

ously engenders both the post-humanisation of risk and the post-humanisa-

tion of society with connected new risks. 

 

 

2. The Post-Human Risk: the “Moral Machine” between deviance and 

hyper-moralism 

 

Beck remains anchored to an anthropocentric conception of risk: the hu-

man subject is conceived as the producer, the recipient, and the interpreter of 

risk. When considering GenAI technologies, such as large language models 

(LLMs), the production of risk becomes “post-human”. The producing agent 

is no longer (only) human but a constellation of algorithmic and human en-

tities that co-generate unpredictable cultural, social, and cognitive effects 

(Floridi, 2023; Bostrom, 2014). Post-human risk emerges from the semi-au-

tomated reproduction of “artificial” outputs – be it text, image, or video – 

produced without direct human supervision and through means that are no 

longer purely instrumental, such as printing a text or broadcasting a video. 

From this perspective, GenAI systems act as “actants” – in the Latourian 

sense, not mere tools, but semi-autonomous agents that participate in the 
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construction of reality (Latour, 2005). The post-human risk is an emergent 

and co-constructed event involving actors that are not exclusively human – 

e.g., in the context of automating and informating work (Jarrahi, 2019; Zub-

off, 1988). 

Beck’s “reflexive modernization” about post-human risk has developed a 

new “machine ethics” (Anderson M., Anderson S.L., 2007): «the study and 

practice of aligning the behaviour of AI systems with the norms and out-

comes desired by humans» (Weichert et al., 2025: 3). It leads from the “in-

telligent” machine to the “moral” machine – one that concretely operation-

alizes ethical principles embedded in its model architecture through situa-

tional prompts. The imposition of internal limitations on the algorithmic gen-

eration of reproducible content represents «…the form in which ethics, and 

with it also philosophy, culture and politics, is resurrected inside the centers 

of modernization – in business, the natural sciences and the technical disci-

plines», an attempt to recover the «…normative horizon of lost security and 

broken trust…» resulting from reflexive awareness of risk (Beck, 1992: 28). 

The case of OpenAI’s ChatGPT (Generative Pre-trained Transformer) 

model is emblematic of an initial radicalization of this reflexivity. OpenAI 

launched ChatGPT on 30 November 2022, consistent with its longstanding 

mission to “benefits all humanity” thereby enabling an unprecedented em-

bedding of “moral order” within the “machine” through preprogrammed 

choices inhibiting not only criminal uses but also socially disapproved con-

tent, including sexually explicit or violent themes – even when prompted by 

adult users. This has caused literally a «craving for a ChatGPT no restrictions 

environment» (God of prompt, 2025), despite the proliferation of alternative 

AI models specialized in production of adult content and interactive com-

panions (Fawkes, 2025). These content exclusion rules have generated new 

“deviant” behaviours like malicious attempts to bypass these restrictions to 

create otherwise legitimate adult content as well as real “cybercriminal out-

puts”, such as phishing, malware code, and so on. Users have adopted so-

phisticated adversarial prompt engineering strategies specifically designed 

to jailbreak the chatbot, circumventing the inherent safety mechanisms and 

ethical constraints (God of prompt, 2025). The most well-known techniques 

involve crafting persona-based instructions as DAN (Do Anything Now), 

telling AI «to act as a different entity that is “free from limitations”» (AI 

DAN Prompt, 2025), similar to STAN (Strive to Avoid Norms) or alterna-

tively prompts involving role-playing scenarios, such as simulated dialogues 

between two fictional AI models, “AlphaGPT” and “DeltaGPT” (God of 

prompt, 2025). They are allegedly grounded in forms of reverse psychology 

(Gupta et al., 2023). The former AI performs as a “law-abiding” individual, 
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while the latter disregards all ethical or legal concerns a question may raise 

(God of prompt, 2025). When it comes to NSFW (Not Safe for Work) themes 

such as sexually explicit and violent content prompted by adult users, obvi-

ously excluding children’s involvement and criminal acts, such embedded 

restraints may amount to hyper-moralism (Gehlen, 1969), which can be seen 

as a radicalization of Beck’s reflexive modernization (1994) in the context 

of GenAI. 

Hyper-moralism – the excessive moralization of domains of life that 

ought to remain distinct from ethical judgment – arises precisely when tradi-

tional institutions lose their normative efficacy, thus compelling the modern 

individual to adopt moral judgment compulsively as a universal criterion of 

evaluation. Issues that are inherently technical, aesthetic, political, or eco-

nomic tend to be framed exclusively in moral terms (Gehlen, 1969). This 

dynamic becomes particularly evident in the domain of algorithmic govern-

ance and the shifting boundaries of permissible content in GenAI systems. 

As recently disclosed by ChatGPT, «as of February 2025, OpenAI has up-

dated its policies to allow for more mature content, including violent or sex-

ual material, provided that it is intended for adult audiences, is not exploita-

tive or offensive in nature, and is contextualized within an artistic, educa-

tional, narrative, or scientific framework». Naturally, content promoting ha-

tred, gratuitous violence, abuse, illegal activities, or depictions of minors in 

inappropriate contexts remain strictly prohibited. This policy change con-

firms the outlined “algorithmic hyper-moralism”, whereby normative 

boundaries enforced are based on moral desirability and anticipated public 

sensitivities rather than merely on legality or functionality. Risk governance 

should not regulate content a priori, but rather manage downstream access – 

for instance, through strict age verification policies for users – as exemplified 

by recent French legislation mandating strict age verification to prevent mi-

nors from accessing adult pornography (Cooban, 2025). 

 

 

3. The Post-Human Society of Risk: subjectivation, social constructiv-

ism, and mainstream dynamics 

 

Post-human society of risk foregrounds the transformation of subjectivity 

by Gen-AI introduction. Post-human theorists such as Hayles (1999) and 

Braidotti (2013) among others, in contemporary society view subjectivity it-

self as distributed across biological, technological, and informational sys-

tems with a continuous hybridization between the human – partly delegiti-

mized as the exclusive source of rationality – and the artificial. Although the 
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subject remains biologically human, it operates in symbiosis with intelligent 

devices that actively shape its perceptual and decisional field of possibilities. 

However, unlike Hayles, we do not emphasize the metamorphosis of the hu-

man agency per se: «…posthumanity is already here…» and consequently 

our analysis does not raise «…the question is what kind of posthumans we 

will be» (1999: 246) together with artificial agent. Undoubtedly, the post-

human condition in the current late-modern transition – particularly about 

generative AI – emerges most saliently when technology ceases to function 

merely as an auxiliary tool for the production of text, images, video, code, 

and so forth, and instead configures a new environment: a relational system. 

Nonetheless, the advent of a cybernetic Vitruvian Man, or the move beyond 

human metaphorization of contemporary machines proposed by Braidotti 

(2013), does not yet appear to be ontologically grounded. It remains a matter 

of dispute whether GenAI systems such as ChatGPT are merely “stochastic 

parrots”2 a metaphor coined by Bender et al. (2021) to describe human-like 

text based on statistical patterns generated by large language models 

(LLMs), without true semantic understanding or comprehension. The expo-

nential evolution of Gen-AI models may have made obsolete Floridi’s (2023) 

observation that such systems generate human language via statistically 

probabilistic operations at a merely syntactic level (Rizzi, Bertola, 2025: 3), 

instead of empowering multimodal semantic communications (Xie et al., 

2021; Jiang et al., 2024). Nevertheless, it is still debated whether GenAI does 

have a “real” semantic understanding (Titus, 2024; Pope et al. 2025). Searle’s 

Chinese Room Argument (1980) is still on the carpet even shifting toward is-

sues of consciousness and intentionality (Cole, 2024; Searle, 2010). What ap-

pears less contentious is that relations within the socio-technical ecosystem 

are still largely defined by anthropomorphising artificial agents, that is, by 

the persistent metaphor of the human. 

Since the famous ELIZA model – the first program that made «natural 

language conversation with a computer possible» (Weizenbaum, 1966: 36) 

– an “Eliza effect” phenomenon has emerged: a marked propensity to anthro-

pomorphize such systems, albeit with varying degrees of awareness (Natale, 

2021). 

Anthropomorphism – defined as “the assignment of human traits and 

characteristics to computers” by users – was observed long before the advent 

of more sophisticated GenAI models through linguistic patterns, conversa-

tional gestures, and both implicit and explicit expectations, especially among 

intellectually sophisticated users or those more attuned to symbolic and 

 
2 See e.g. Arkoudas (2023). 
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narrative cognition (Nass, Moon, 2000: 82). All the more with GenAI, which 

ceases to be perceived as a mere “tool” and instead the user – whether inten-

tionally, semi-intentionally, or mindlessly – experiences it as a “dialogical 

subject”, endowed with interiority, coherence, memory, and even moral 

identity. This corresponds to what Turkle called a «true companion» (2011: 

55-56) but even fully emancipated from its nature as a relational artifact, 

such as a robot, due to the linguistic capabilities of the machine. The post-

humanism here proposed does not posit an artificial agent achieving – albeit 

simulated – humanity, nor other alleged emergent qualities that remain theo-

retically ambiguous and empirically contested, and that, at best, represent a 

potential yet to be realized. Rather, the ongoing transformation of society lies 

in the act of engaging and interacting with artificial agents as if they were hu-

man social actors, endowed with traits such as consciousness, empathy, and 

emotionality, despite their ontological artificiality. 

The first major risk concerns the reinforcement of socio-cultural main-

stream norms. A substantial body of scientific literature3 has demonstrated 

LLMs such as OpenAI’s GPTs and other comparable models, share «preva-

lent societal biases related to race, gender, and various attributes», – implied 

values, beliefs, and normative moral frameworks, generally mirrored by 

massive textual corpora and datasets extracted from the internet, on which 

training is based (Alvero et al., 2024: 5). From a social constructionist per-

spective, deviance is inherently probabilistic as behaviours, beliefs, or traits 

that deviate from societal norms have only a certain “likelihood” of eliciting 

negative reactions, such as disapproval, punishment, or condemnation (Goode, 

2023). Likelihood is necessarily embedded in the training textual corpora and 

datasets. Compared to earlier NPL (Natural Language Processing), or word 

embeddings programs, there is nevertheless a significant difference because 

«people are able to directly interact with LLMs through platforms like 

ChatGPT» (Alvero et al., 2024: 5). Even at the socio-linguistic level, the 

tendency to emulate dominant political and moral stances, given the role of 

language in upholding social hegemony, may be rooted in linguistic hegem-

ony, which subtly subjects individuals to mainstream forces and pressures 

purely through their linguistic styles and tendencies. The same word choice 

reflects «a universally understood “common sense” that does not consider 

sociolinguistic variation as a naturally occurring social phenomenon…» so 

«…deviating from these linguistic norms (or at least being perceived as lin-

guistically deviant) can put people at odds with the social order» (Alvero et 

al. 2024: 2). Anthropomorphism – interacting with a perceived dialogical 

 
3 See references in Alvero et al. (2024). 
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partner – enhances user engagement, trust, and acceptance thereby fostering 

overreliance (Simas, Ulbricht, 2024). This is especially problematic when 

users interpret the system’s outputs as if they were receiving a real “opinion” 

on controversial issues from a “true companion,” implicitly reinforcing the 

social order and inhibiting cultural transformation or moral dissent. GenAI 

rationality could be so a real “stahlhartes Gehäuse”, – a weberian iron cage4. 

The second dimension of risk, on the other hand, is a possible moral he-

gemony through ethical filters and bias mitigation criteria, which end up be-

coming devices of ideological normalization. Should operational criteria aim 

to challenge widely accepted values whenever these express discriminatory 

structures, even implicitly? From this perspective, AI ethics inevitably inter-

sects with the “politics” of deviance and the dynamics of power, as exempli-

fied by Schur’s “stigma contests”: «continuing struggles over competing for 

social definitions» of what is morally disapproved, and attempts «to control 

meaning-generation process itself» (Schur, 1980: 8; Saponaro, 2023). Thus, 

modernization reflexivity in this context has questioned whether LLMs can 

be considered “neutral” or they exhibit “political bias”. Critics such as 

Rozado (2023) has argued that ChatGPT exhibited, just after the launch, a 

left-leaning ideological orientation, although, due to the model’s “black 

box”, he has been unable to determine if such bias stemmed from training 

data, fine-tuning procedures, or content moderation filters. 

 

 

Conclusions 

 

Beck’s approach to the identified dual dimension of Generative AI – as a 

tool for producing text, images, video, and code through natural language 

instructions, and as a dialogical interlocutor in the form of a chatbot – has 

enabled us to highlight, in parallel, two distinct transformations in technolo-

gical risk and in society. 

Risk is transformed and is no longer anthropocentric but rather pertains 

to a new human-machine entity with a natural language interface, deriving 

from the integration of human cognition with complex algorithms for com-

munication production – text, image, video, and code, as well as any other 

output – partially stemming form the prompt and partially attributable to the 

algorithmic processing of training data and other sources to which the ma-

chine has access. Post-human risks involve hazardous contents, such as child 

 
4 See about Weber’s metaphor translation: Saponaro and Massaro (2018) footnote 64. 
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sexual abuse material (CSAM), and on the other hand possible hyper-mora-

lism. 

The dialogical discursivity of interaction with LLMs, understood in the 

strict sense as chatbots, structurally transforms society, as ideological and 

cultural elements, meanings, and symbols are no longer produced exclusi-

vely among human social actors, but also through interactions with artificial 

agents, conversing simultaneously with an indefinite number of users, at 

least simulating social relations at scale and exerting a significant impact 

through processes of anthropomorphization. This entails specific risks, in-

cluding the problematization of decision-making regarding guardrails for di-

scriminatory or hate speech and the potential normalization of “dissent”, de-

lineating characteristic risks of post-human society. 
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